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The most effective method for testing a learner's knowledge is an online exam. It's critical to assess
how much of the learner's knowledge has been retained. Typically, online tests given in schools,
colleges, or for job placement only include objective questions, but educational experts have
acknowledged that subjective writing abilities are crucial for senior management positions.
Therefore, to fully assess a learner's knowledge, an online exam must also include subjective
questions. Evaluation of objective questions is a relatively simple task, but online evaluation of
subjective responses is a difficulty all its own. Less labour-intensive processes, quick processing, and
convenience in record-keeping and extraction are some of the factors driving automation of
subjective answer evaluation. Only single-sentence descriptive responses that are grammatically
correct and error-free were taken into consideration for this paper. For keyword matching, the
WordNet API has been utilised. The strategy involves graphing learners' responses and the accepted
standard response to compare them and provide marks based on similarity [5,14,15].
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Introduction
The most effective method for testing a learner's
knowledge is an online exam. It's critical to assess
how much of the learner's knowledge has been
retained. Typically, online tests given in schools,
colleges, or for job placement only include objective
questions, but educational experts have
acknowledged that subjective writing abilities are
crucial for senior management positions. Therefore,
to fully assess a learner's knowledge, an online
exam must also include subjective questions.
Evaluation of objective questions is a relatively
simple task, but online evaluation of subjective
responses is a difficulty all its own. Less labour-
intensive processes, quick processing, and
convenience in record-keeping and extraction are
some of the factors driving automation of subjective
answer evaluation. Only single-sentence descriptive
responses that are grammatically correct and error-
free were taken into consideration for this paper. For
keyword matching, the WordNet API has been
utilised. The strategy involves graphing learners'
responses and the accepted standard response to
compare them and provide marks based on
similarity [5,14,15].

Literature Review
Automating the evaluation of subjective responses
is a broad semantic term. Numerous designs and
characteristics have been suggested for evaluating
subjective answers. Keyword matching, sequence
matching, and quantitative analysis are the main
methods used in these approaches [4], but
semantic [1,12,13] analysis of descriptive answers
is still a difficult task. According to the general
structure of text analysis in natural language
processing, the majority of the work has been done
for morphological and syntactic analysis [2], [3],
[7], [8] using techniques like DNA sequencing, DNA
matching, Record Linkage System, dictionary
creation, etc. However, semantic, pragmatic, and
discourse analysis are still being investigated [19-
23].

Most systems still manage the examination of long
replies manually, however online programmes that
allow organising online tests like Moodle and Zoho
are built on string matching technique [7-8]. In
addition to using ubiquitous cloud computing [9].
Blockchain [16-18], and FCK editor

[10] to automatically evaluate subjective responses,
these systems did not do a semantic analysis of the
responses. To assess the subjective responses of an
informative nature, various methods including
Cosine Similarity [11] and Generalized Latent
Semantic Analysis (GLSA) were also applied. The
semantic analysis of subjective responses is still an
unsolved issue.

Methodology
In order to make it possible to compare various
sentence components, the model's current approach
translates the teacher's and student's raw input
sentences into graphical form. Figure 1 presents the
block diagram of the proposed model.

Figure 1: Block diagram for the proposed
model

Preprocessing:  The pre-processing part of this
proposed system includes the following three steps
as shown in the figure 2:

1. Using a student's response to a particular
question as the input

2. Locating the relevant standard response
(teacher's answer) in the database

3. Transforming both responses from their original
English textual form into a "constituent tree"
structure.

A basic statement is graphically broken down into
nodes and links in a constituent tree. A simple
sentence in English is made up of several words or
phrases. There are two groups of these
words/phrases. One group is made up of all the
noun, adjective, and adverb phrases, while
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The other groups are made up of all the verbs,
prepositions, conjunction, and other connecting
phrases. The former group's components serve as
the graph's Nodes while the latter group's
Connecting Phrases serve as the graph's Links.
Every word or phrase can be classified into one of
26 Parts of Speech (POS) in accordance with the
general standard. 11 of them are handled as links,
and the remaining 11 are handled as nodes.

Figure 2: Pre-processing steps for the
proposed system 

Comparison Algorithm: The two trees produced
during the pre-processing phase are contrasted with
each other node by node. The comparison algorithm
considers how similar two nodes are to one another
both in terms of their textual proximity and their
semantic similarity.

The various measures for comparison used are:

String Match is of two types as shown in the figure
3.

Full String Match

Partial String Match 

Figure 3: String matching: full string matching
and partial string matching

Semantic Similarity: The WordNet is used to
determine the similarity between two phrases
WordNet Library contains all the naturally occurring
words %%%%%WN. A Java API called RiTa is
implemented in order to access the WordNet
Library. It can perform a number of functions to
extract various attributes from a given word. The
following similarity indices are produced based on
the data that is available.

Synonym

Similarity

Inheritance

Is a form of

Antonym

Antonym with not

An original approach is taken in order to compare
antonyms. The student may choose to use the
antonym of a word before any natural form of
negation, such as "not," even though their answer is
semantically identical to the teacher's. Let's look at
an illustration.

Teacher’s answer: Tiger is a fast runner.

Student’s answer: Tiger is not a slow runner.

First, both teachers' and students' responses are
counted for how many times the word "not" or a
variation of it is used. There is an imbalanced 'not'
in the pair if this count (Flag) is an odd digit. If an
existing pair of antonyms is discovered when
comparing the nodes, the computed Flag takes
precedence. A match is detected if there is an
unbalanced "negation" and that "negation" is
present in a link connected to those nodes;
otherwise, it is not. The aforementioned illustration
uses antonyms to contrast two statements with the
same meaning. This suggested approach would
discover the given pair of words to be quite
semantically similar to one another with the
calculated Flag=1.

Creation of a two-dimension array:

The amount of the matches discovered is recorded
in a Two Dimension Array X after comparison
between the nodes of the teacher's response and
the student's nodes as shown in the table 1.

Consider the teacher graph T € {TN1, TN2, TN3,
TN4} U {TL1, TL2, TL3}

And the student graph S € {SN1, SN2, SN3, SN4,
SN5} U {SL1, SL2, SL3, SL4}

Table 1: Teacher Student
Graph                                                                  
                                                     

 SN1 SN2 SN3 SN4 SN5

TN1 0.0 0.0 0.0 0.0 0.0

TN2 0.32 0.57 0.0 0.0 0.0

TN3 0.0 0.0 1.0 0.0 0.0

TN3 0.0 0.25 0.0 0.32 0.7

This 2D array displays the degree of correspondence
between the significant
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Phrases and key words in the two graphs. It
demonstrates how similar both lines truly are in
their suggestions. There is a matching node in the
student graph for each distinct node in the teacher
answer (T) (S). The degree of resemblance is
divided into three categories according to the
elements in a specific row of the array X, as follows:

1. No match found for a node (ex: Node TN1 has no
match to any of the student node)

2. A unique match found for a node (ex: Node TN3
has one match, i.e. SN3)

3. A mixed match found for a node (ex: Node TN2,
TN4 have matches to multiple nodes od student
answer S)

Matching the Links: The linkages of the graphs
are matched based on the determined 2D array X
after the nodes of the instructor answer and student
answer have been matched. One of the match types
exists for each row in X, and a separate path is
taken to match the links for each type of match
refer table 2.

For type 1, where there is no match the overall
match of the corresponding Teacher Node is also
declared to be 0.0

The before and subsequent links of the two nodes
are compared for type 2, where there is only one
match for the Techer Node. The overall match is
produced based on that. As an illustration, the
nodes TN3 and SN3 match, and the node TN1 has
no other matches. Comparison of the previous and
following connections.

Table 2: Comparison
TL2 SL2 0.5

TL3 SL3 0.2

The overall match extent is derived on the basis of
all the three figures.

The next and previous Student Nodes of all matched
Student Nodes with type 3, whether 1.0 or less than
that, are retrieved and saved in memory as a String
(say B). The string is cleaned up by removing the
redundant links. A second-string C is created by
concatenating the Teacher Node's preceding and
subsequent linkages. Following that, the various
Similarity Measures as previously described are
used to compare Strings B and C. The extent of the
string B and string C's overall similarity match.

Results
A rough match between the teacher's answer and
the student's response may be seen in the Overall
Matches for all the nodes of the teacher's answer.
From this point forward, the suggested system
determines whether or not two provided statements
have semantically similar meanings. Additionally, it
specifies the degree to which two statements are
interchangeable.

Conclusion
The proposed algorithm includes measured steps for
converting the learner's subjective response and the
standard response into their graphical form, as well
as for applying some similarity measures like string
matching, WordNet, and semantic similarity
considering antonym and synonyms for the
calculation of similarity scores. While assigning a
grade to a response, our approach emphasises the
idea of synonyms. In comparison to recently
proposed models that used latent semantic analysis
without using synonyms, this improvement has
produced meaningful results. The results of the
implementation have shown that the upgrade uses
very little time and space.

Future Scope

The domain of single sentence/phrase or one-word
answer can be further extended to multi-
phrase/multi-line answer. More analysis would be
required for similarity matching. Derive a method to
check the domain ontology of two phrases.
Automated evaluation of subjective answers is a
semantic concept and hence it is always flexible to
make changes, to adopt to new algorithms for
similarity matching. Subjective answers including
figures (diagrams), examples, and abbreviations
can also be considered in future.
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